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Abstract—In social and online media, influencers have tradi-
tionally been understood as highly visible individuals. Recent
outcomes suggest that people are likely to mimic influencers’
behavior, which can be exploited, for instance, in marketing
strategies. Also in the Games User Research field, the interest
in studying player social networks has emerged due to the
heavy reliance on online influencers in marketing campaigns
for games, as well as in keeping players engaged. Despite the
inherent value of those individuals, it is still difficult to identify
influencers, as the definition of influencers is a debated topic.
Thus, how can we identify influencers, and are they indeed the
individuals impacting others’ behavior? In this work, we focus on
influence in retention to verify whether central players impacted
others’ permanence in the game. We identified the central
players in the social network built from the competitive player-
vs-player (PvP) multiplayer (Crucible) matches in the online
shooter Destiny. Then, we computed influence scores for each
player evaluating the increase in similarity over time between
two connected individuals. In this paper, we were able to show
the first indications that the traditional metrics for influencers
do not necessarily apply for games. On the contrary, we found
that the group of central players was distinct from the group
of influential players, defined as the individuals with the highest
influence scores. Then, we provide an analysis of the two groups.

Index Terms—Social Network Analysis, Influencers, Player
Behaviors, Game Analytics, Games User Research

I. INTRODUCTION

The literature on online social networks [1] suggests the
existence of key individuals whose actions and behaviors are
very impactful on other members of the community. Despite
this influence or power that they exert on others can be of
various forms [2], it can be understood as either a change
or maintenance of a behavior conditioned by the influential
individual [2]. Thus, from a sociological perspective, we have
an understanding of what influencers are: notable individuals
that have an impact on others’ behaviors. Due to this definition
being very broad, formalizing it is a challenging task. As
a consequence, several studies have developed their own
approaches to model influence (e.g., [3]–[6]). This problem is
of interest in the Social Network Analysis (SNA) community
since influencers have the power of disseminating messages
and behaviors [1]. For instance, they can be exploited in mar-
keting strategies to promote certain products [7]. It follows that
verifying whether influencers also have an impact on retention

is extremely relevant in the game industry, and especially
in multiplayer online games, which often rely on massive
and loyal online communities to exist and survive. To date,
influencers in the game community are mostly described as
popular players that share their experiences on platforms [8] or
are active on social media [9]. However, one essential research
question is still how we can find and identify influencers. To
asses whether influencers exist inside a game, and if they
measurably affect peoples’ behaviors, SNA can be used. A
research study, in particular, has tackled the issue of identi-
fying influencers through telemetry data [10]. In their work,
influencers, who have been found to have an effect on players’
retention, are intended as the central user in the network. Those
nodes are important at a structural level, being at the center
of many communications. Despite identifying influencers as
central nodes in the network is valid and widely employed
in the SNA literature, we are interested in analyzing whether
those central players were actively influencing others, in terms
of retention. Therefore, our main question is whether players
influencing their neighbors’ permanence in the game are those
assuming a central position in the network. One might argue
that a central player, having a wider net of connections, has a
vast set of neighbors. As a consequence, the chances of being
in contact with players long-retained in the game is higher.
Besides, players more engaged in the game may be more
attracted to players as engaged as they are (homophily [11]).
As an alternative to observe the network from a structural
perspective, the network can be analyzed semantically [12].
Towards this, temporal information is needed, since the anal-
ysis is performed on the evolution of the behaviors over time.
Influence is evaluated as an increase in similarity among two
nodes, since they first connect [4], [13]. In this work, we
propose a methodology to compute influence, grounded in the
SNA literature, where we measure influence as an increase
in similarity [4], [5], mathematically computed as the cosine
similarity of vector [13].

Research Questions

The purpose of this work is to identify players’ conditioning
others’ retention in the player-versus-player matches in the
game Destiny. We define these players as influencers, in that
they influence others’ retention. To reduce wordiness, the term
influence refers to the influence on other players’ retention. We
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investigated whether influencers defined as central players ac-
tually exert influence over other players, or whether influential
players, defined as players’ whose others’ tend to mimic, are
a distinct set of players.

We propose the following research questions:
RQ1. Do all central players influence participation in
other players?
RQ2. Are all influential players also central in the player
social network?

Contribution

In this work, we extended previous knowledge on influ-
encers in games by employing a different approach to identify
them. Instead of relying solely upon centrality measures [10],
we proposed an approach grounded from previous works
in the social network analysis literature [4]. Our algorithm
measures how much players influence or are influenced by
others in terms of retention. This study contributes to a better
understanding of the whole network of players by defining
a measure of influence, which not only can be used to
detect influential users but also to measure how sensitive to
neighborhood’s influence certain nodes are. Besides, identi-
fying influencers and players susceptible to influence is a
knowledge that can be exploited by a matchmaking algorithm
to intelligently inject relationships among users to prevent
churn, which has concrete implications in the industry.

II. RELATED WORK

The work presented in this paper builds on previous work
in two major domains: (1) social network analysis and (2)
influencer analysis in social networks.

Social Network Analysis

Applying Social Network Analysis (SNA) techniques to
understand and investigate social structures, connections and
interactions has become a commonplace strategy. Social net-
works are usually based on human interactions. The most
common type of representation is a graph, where the nodes
are the actors, and the edges consist of the interactions among
the nodes [14]. SNA has become a commonly employed
tool to understand social structures and dynamics in various
application fields such as understanding social media networks
such as Twitter or Facebook, investigating information spread,
or spreading of disease [15]. Also, for multi-user games, SNA
is a vital tool to gain insights about the game and the players.

SNA in Games: Player interactions and relationships are
a valuable source of information, which can be processed
and modeled through social networks. Previous research on
social connections and networks in games suggests that social
connections and social interactions are essential motivational
drivers for playing games [16]. SNA in games has been used to
identify relationships [17], social roles of players [18], analysis
of groups and community [19], [20], the impact of social
structures on performance and retention rate [21], [22].

In the current literature, there is only little specific work
on how player behaviors are related to player networks, social

dynamics in games [19], [23], [24]), and the psychological
aspect of the player and their in-game activities [25]. As the
study of the social dynamics in games is rare, the combination
of network data and contextual data is almost nonexistent;
exception made for the work of Rattinger et al. [26] and
Schiller et al. [27]. They studied how tools external to the
game affect the group formation and the in-game interaction
dynamics. Those studies contributed to the understanding of
players by identifying and characterizing the groups formed
and the roles that some players have within them (e.g.,
moderators, sherpas). Learning more about influential factors
and influential players is essential.

Influencers in Online Social Networks

Social networks are an essential tool to identify and un-
derstand influencers in online networks. In a social network,
nodes often tend to resemble their neighbors. This happens
either because similar individuals are driven towards one
another, or because they mimic the behavior of some other in-
dividuals [13]. The first phenomenon is called homophily [11],
or selection, while the second is named social influence [28].

Influence is a widely studied topic in social network anal-
ysis, and yet there is no agreement on the definition of an
influential person [29]. From state of the art, two types of
influencers can be distinguished: (1) individuals affecting the
spread of information or behavior [12]; and (2) individuals
manifesting a particular combination of desirable properties,
which span between expertise and position in the network [30].
Many terms have been used to address those influential
users. When they impact other behaviors, those individuals
are referred to as opinion leaders [31], innovators [32], key-
players [33] and spreaders [34]. When they are well position
and connected in the whole network, they are usually called
celebrities [35], evangelists [36] or experts [34].

Using centrality measures to identify influencers has been
proven to be a relevant approach [3], [37]. More specifically,
in- and out-degree, betweenness, eigenvector, and closeness
are the more widely used metrics [4]. Despite the fact that
these measures are distinct, they are conceptually related [38].
While, due to their definition, those metrics seem to be very
aligned to the influencers of the second type, there is no trivial
evidence that they are sufficient to identity influencers of the
first type - i.e., influencing people behavior. Instead of being
fundamental to keep the community connected, this specific
kind of influencers foster similarity among the nodes, in that
others tend to emulate them.

Many researchers have studied and modeled the concept of
influence and its spreading throughout the network. Generally,
in those works, influence is said to occur when B performs
an action after A performed it. The probability of influence
degree can be learned from a log of users’ actions [5]. A
similar interpretation of influence, which is more tied to the
individual’s identity that their actions, is the study of the
conditional probability that similarity increases from t-1 to
t between two nodes that become linked at time t [4]. Also,
a combination of the two approaches is used, modeling both



TABLE I
TEMPORAL STATISTICS OF THE DESTINY DATASET

Property Value

Observation Period 09 Sep 2014 – 11 Aug 2015
#Snapshots (days) 336
#Snapshots (weeks) 48
#Snapshots (months) ∼ 12 (4 weeks each)

user attributes and actions over time. Tan et al. have used
the latter methodology. [6] to compute the likelihood that the
user also performs the action, which is increases when one’s
friends are performing said action. Various ways of measuring
the influence of users have been analyzed [39]–[41]. Studying
the increase of similarity among users over time also allows
modeling the idea of reinforcing influence when the interaction
perpetuates. It is shown that similarity steadily increases even
after the first interaction, although at a decreasing rate [13].
Influence has also been used to differentiate between strong
ties to weak ones [42]. But most of this work has focused on
online social networks, while work on influencers in games is
still rare.

Influencers in Games: While few recent works studied
influencers in the online communities revolving around games
(e.g., social media [9], third-party websites [27] and other
platforms [8]) the study of influencers in gameplay is still ne-
glected. A recent and notable exception is the work of Canossa
et al. [10], in which they analyzed the game Tom Clancy’s
The Division (TCTD). They identified potential influencers as
highly centralized players in the network. They also studied
their properties to study how they differed from other users.

While previous work has focused on identifying and ana-
lyzing influencers and their properties with standard measures,
it is still not clear if these standard measures (e.g., central
players) have an impact on their neighbors and if the influential
players are indeed these central players. In this work, we
want to contribute to these research concepts by analyzing
the impact of influential players and proposing methods on
how to measure influence.

III. DATASET

Destiny is a major commercial title, an online multiplayer
first-person shooter (MMOFPS) video game developed by
Bungie, released for multiple platforms. Despite being an
FPS, the game also incorporates MMO elements and role-
playing. Moreover, the game features a multiplayer ”shared-
world” environment with elements of role-playing games, e.g.,
character development. Players personify Guardians, which
protect the Earth’s last safe city from different alien races.
Guardians are asked to revive a celestial being: the Traveler.
During their journeys to different planets, they investigate and
defeat the alien enemies to avoid humanity’s destruction.

Activities can either be player versus environment (PvE)
and player versus player (PvP). The competition aspect is
powerful in Destiny. PvP matches follow objective-based
modes, together with traditional deathmatch game modes. A

considerable part of the gameplay consists in multiplayer fights
in a restricted environment, which can be accessed through the
Crucible. The Crucible is a hub for PvP content, taking place
in instances separated from the main game world. In this study,
we analyzed data from Crucible matches.

Data Overview and Feature Selection

The dataset was generated from the collection of player-
versus-player (PvP) Crucible matches in Destiny, on a time
window of 48 weeks (from September 9, 2014, to August
11, 2015). To contain the computation time, from the whole
population of about 3M of players, we selected a sample of
10k players and 26k matches. The sample was obtained by
filtering out players that played for less than five weeks. As
we will discuss later in detail, we built a dynamic network
to measure influence. Before this, to choose how frequent the
sequential snapshots of the network needed to be, we analyzed
three-time granularity: days, weeks, and months. To ensure
a minimum window bigger than one month (defined as four
weeks) for every player, and thus to have a player present
in at least two subsequent views of the network, we had to
exclude players active in the game for less than five weeks.
The statistical properties of the dataset are shown in Table I.

The main focus of this work is on the players’ influence.
Thus, we modeled players’ retention through the following
features: the number of matches they have participated in, the
average time between the matches, the average seconds spent
in each match, and the percentage of completed matches. For
every node, we also computed a custom metric we named
retention transfer, evaluating how much the node’s
neighbors were conditioned - either positively or negatively
- by their retention. This evaluation metric will be used to
verify whether the influencers identified have an impact on
others’ retention. The retention transfer lies in the
interval [0,∞), where the lower the value, the more the node’s
neighbors emulated its retention. In other terms, values of
retention transfer closer to 0 mean that the player’s neighbors
- on average - after the first encounter with the player, stayed
in the game for as long the player stayed and left the game
exactly when the player abandoned it.

rti =

∑
j∈N |gameplayti − gameplaytj |

|N |
(1)

where N is the set of i’s neighbors, gameplayti and
gameplaytj are the length of the gameplay of the nodes i and
j, respectively, after they first connected at time t.

IV. METHOD: THE SOCIAL NETWORK OF DESTINY
CRUCIBLE PLAYERS

Network Structure

We built the player social network from the player-versus-
players matches in Destiny. Each node in the network rep-
resents a player, and an edge exists if the two players were
teammates in at least a match. The edges are weighted accord-
ing to the number of matches the nodes shared. The network
undirected since information on who initiated the match is



TABLE II
GENERAL NETWORK PROPERTIES

Property Value

Nodes 10K
Edges 26K
Average Degree 4.60
Average Weighted Degree 68.18
Diameter 18
Modularity 0.97
Connected Components 1.5k
LCC 42% of the network
Second LCC 41% of the network
Average Clustering Coefficient 0.55
Average Path Length 6.61

unavailable. It should be noted that, since the opposing team
cannot be chosen, the nodes (players) are connected if they
participated in (at least) a match as teammates.

We built both a static and dynamic network. The static
network was used to compute the centrality measures, while
the dynamic network was used to compute the influence
scores. Table II shows basic statistics of the static network.

To analyze the evolution of players’ behaviors, we used a
dynamic player network. Despite the fact that the continuity
of dynamic networks can be discretized by representing the
network as a sequence of several snapshots, with no loss of
information [4], the time between the snapshot is not univer-
sally defined. Thus, we investigated three levels of granularity
(day, week, and month). The choice of the granularity was led
by the need for representing changes in players’ participation
behaviors over time. Thus, snapshots too far apart could have
flattened the data, while increasing the frequency too much
could have led to noisy data. To make a decision, we analyzed
the players’ participation levels over time. More specifically,
we measured sudden changes in the behavior (as peaks) - e.g.,
oscillations between high and low level of activity. We also
measured the tendency (slope) of their activity levelto measure
the existence of gradual increases or decreases. Finally, we
considered the degree of variability through the RSD (relative
standard deviation).

Central Players

First, we analyzed the network structurally, and thus we re-
searched players that were well positioned and well connected.
In particular, measuring how well a node is positioned in the
network helps to identify the elements that hold the community
together, and, hypothetically, have a more prominent role in
it. The definition of influencers as central players is very
controversial in terms of the centrality measures to be used.
However, in the literature, the most robust measures are
degree centrality, closeness centrality, betweenness centrality,
and eigenvector centrality [4]. To ease the comparison with
previous works on influencers in games (i.e., [10]), we also
consider PageRank. Players were marked as central if they had
high scores in the following centrality measures.

1. Degree Centrality: number of connections the node has.
2. Closeness Centrality: nodes accessibility from others.

TABLE III
DISTRIBUTION OF THE CENTRALITY MEASURES VALUES

Distribution

min 25% 50% 75% max
DC 1 2 4 7 92
CC 0.08 0.14 0.16 0.17 1
BC 0 0 523 8.9k 634k
EC 0 0.005 0.01 0.03 1
Pagerank 2.4e-5 6.6e-5 9.1e-5 1.1e-4 1.2e-3

Algorithm 1 Computing the influence score for each edge.
1: procedure INFLUENCESCORE(E,X)
2: for all e(i, j) ∈ E do
3: for all t ∈ {t1, ..., tk} do
4: value = EdgeInfluence(Xt−1

i , Xt
i , X

t−1
j , Xt

j)
5: infi(e) = InfluenceAdj(value, w(e))
6: infj(e) = −infi(e)
7: end for
8: end for
9: end procedure

3. Betweenness Centrality: the number of the shortest path
in which the node is involved.

4. Eigenvector Centrality: the number of important connec-
tions the node has. The importance of a connection is
determined by the centrality value of the other node.

5. PageRank: the portion of players that can be accessed
through direct links.

The distribution of all centrality measures is skewed to the
left, with a long right tail. Closeness centrality is an exception,
being bimodal with a high peak at 0.1 and a much lower peak
at 1. Table III show the distribution of the values.

For each one of the CM, we defined a threshold by consid-
ering the top 10% of the distribution of the scores. We selected
the central players as the individuals achieving scores higher
than the thresholds for every centrality measure. This resulted
in a sample of 51 players. For those central players, we found
that the distribution of the retention transfer skewed
away from 0, which is the desirable value (Figure 1b). Besides,
when considering the intersection of the players in the top 1%
and 0.1% of each centrality measure, the sets were empty.

Influential Players

In this work, we defined influencers as players who affected
the retention level of other players, after having interacted with
them. Such definition is grounded on top of previous SNA
works [4]–[6], [13], describing influence within a connection
- edge - as an increase in similarity from time t-1 to time
t. Since we are interested in retention and participation, we
computed the similarity on participation metrics - i.e., number
of matches, the time between matches, completion rate, etc.

We first computed the influence score for each edge (Algo-
rithm 1) through the EdgeInfluence function. The func-
tion returns the influence occurring on that edge for node i;
the influence of node j is the additive inverse of infi. The



TABLE IV
PLAYERS’ PARTICIPATION STABILITY THROUGHUT THEIR GAMEPLAY

Days Weeks Months

min 25% 50% 75% max min 25% 50% 75% max min 25% 50% 75% max
Number of peaks 0 0.75 1.5 3.5 75 0 0.25 0.75 1.75 15.5 0 0 0.5 0.75 4.25
Slopes -9k -34.1 -2.2 19.8 17k -40k -303 -34.9 177 36k -78k -1.5k -217 735 90k
RSD (%) 0.6 52.1 63.9 74.3 180.8 0.51 46.5 60 72.1 158.1 0.51 39.7 53.7 67.4 135.24

similarity, and hence, the influence, is computed as follows.
The influence score is the similarity of the two nodes when
only one of the two changed behavior from the previous time-
frame. The interpretation is that while one player maintains
its behavior, the other mimics it. This value is then adjusted
(InfluenceAdj function) considering the weight of the edge
- number of matches. The higher the number of matches, the
stronger the influence is expected to be considered as such.
The penalty scores follow a logarithmic distribution.

Finally, we computed the influence for every node, accord-
ing to the edge influence. It must be noted that for every
edge we stored the influence. We computed influence on the
edges for all snapshots. Then, we computed the influence
score of each node as the average influence they have on their
neighbors1

Influencei =

∑
j:e(i,j)∈E infi(e)∑

t deg(i
t)

(2)

We defined influential players as individuals in the top 10%,
1% and 0.1% of the influence distribution [43], [44].

We found that the distribution of the retention
transfer for the influential players peaked at the value of
0, with a long right tale (Figure 1c).

Central vs Influential Players

We compared the two groups of players - central and
influential - retrieved with the two approaches described in
the previous sections.

First, we observed that there was no intersection among the
group of influential players and the group of central players.
Then, we used the Mann-Whitney U test to verify whether
there were any differences between central and influential
players. We found that the distribution of the influence score
is considerably lower in central player, in comparison to the
overall distribution of the influence score (U = 1281, p =
2.3e − 08, Ha = ’Influence score is higher for influential
players than for central players’). Besides, the influence scores
peaks at 0 for central players (mean = −0.04, std − 0.11),
while it peaks at about 0.9 for influential players (mean =
0.92, std− 0.03).

We also compared the distribution of the five centrality
measures - Ha = ’CM is lower for influential players than
for central players’ in the Mann-Whitney U test, computed
for each CM separately. For almost all of them, the influential

1Further details and a Python implementation are available at
https://github.com/enrlor/sinfpy, as the Pypi package.

players distinctly manifest lower values than central players
(DC U = 0, p = 3.3e − 27; BC U = 0, p = 2.5e − 32;
CC U = 2450, p = 0.38; EC U = 0, p = 3.5e − 24;
Pagerank U = 0, p = 1.9e − 24). An exception is closeness
centrality, for which we cannot say that influential players’
values distribution is different than central players’ (influential
users having influence scores in the top 1% and top 0.1%).

Furthermore, we observed that, although having fewer con-
nections, influential users’ were involved in stronger links -
i.e., the weights of the edges were higher. To verify that, we
performed the Mann-Whitney U test on the average weighted
degree of the nodes, with Ha = ’Average WD is higher for in-
fluential players than for central players’ (U = 3k, p = 0.26).

While influential users have very good scores in the
retention transfer value (peak at 0), central players
showed much higher values. Besides, the intersection of the
two groups is empty.

We hypothesized the following scenario. Some central play-
ers could have influenced only part of their connections.
Computing the node influence score as an aggregate of the
edges’ influence scores would have resulted in a loss of
this information. To verify that, we computed the standard
deviation of the edge influence scores for every node. We
found that central players have a significantly higher variability
that influential players (Ha = ’SD is lower for influential
players than for central players’, U = 1281, p = 1.3e− 08).

It should be considered that (1) some players might not be
influenceable, and (2) central players have a high degree.

V. RESULTS

In the following section, we review the research questions
we presented at the beginning of the paper. We analyzed the
gameplay data of the MMOFPS game Destiny, retrieved from
the Crucible matches. From the telemetry data, we built the
implicit players’ social network. We compared two ways to
identify the influencers: a structural approach using centrality
measures, and a semantic approach measuring nodes increase
in similarity over time.

To decide the snapshot interval used to build the dynamic
network we run preliminary analysis on players activity level.
Results show that on average, the number of sudden changes in
participation (peaks) is very low when we consider the months.
As for weeks and days, the distribution is very similar. This
means that this representation is more sensitive to changes,
days even more so than weeks. When also considering the
variability of those peaks, we saw similar behavior. The vari-
ability is lower for months, while it increases for weeks and



Fig. 1. Distribution of the retention transfer scores for all players (a), central players (b) and top 1% influential players.

days (the latter one again manifesting a similar distribution).
We conducted a closer analysis of players lacking in extreme
changes in participation. More specifically, we were interested
in understanding whether those players assumed a constant
behavior, or they increased (or decreased) their participation
gradually. We measured the tendency (slope) of the level
of participation. We saw that all distributions were very tall
and skinny, with flat tails. However, the days’ distribution is
considerably taller than the other two, suggesting that players
either changed their behavior drastically, or they maintained
said behavior throughout the gameplay. We also studied the
standard deviation of the slopes, which confirmed the finding.
Finally, we measured the average relative standard deviation
over the four participation features considered. We found
once again that the variability is higher when structuring the
network in days - the distribution is skewed towards the right.
Also, in this case, the variability is lower when using months
(skewed to the left), while weeks stay in between of the two.
Thus, our final dynamic network was built of snapshots taken
every week.

RQ1. Do all central players influence participation in
other players?: For each node, we computed five centrality
measures: degree centrality, betweenness centrality, closeness
centrality, eigenvector centrality, and PageRank. We marked as
influencers the most central users, who had the highest scores
in all the metrics. This led to a sample of 51 users, manifesting
a poor retention transfer score. Thus, their neighbors
showed a heterogeneous retention degree, both in case of long-
term participation and in case of early abandonment. We also
found that, generally, the influence scores of those users were
very low, while the specific influence manifested on the edges
resulted in a high variability. The elevated value of the standard
deviations shows that those players were indeed influential,
but such influence was effective only on a portion of their
neighbors. This is explainable by the fact that, even in the
real world, some individuals can be conditioned more easily
than others despite the persuasive power of the person they
are interacting with. Central users, having a broader range
of connections, are in contact with players of different types,
hence the variance in the results.

RQ2. Are all influential players also central in the player
social network?: For each node, we computed the influence

score as the aggregate of the influence occurring on each
edge they were involved in. The influence is a value in the
range [-1;1], and is computed considering the evolution of
participation behaviors of players over time. If a player tended
to mimic another player’s participation habits over time, with
the latter being constant in their behavior, the first player
was influenced by the second. We marked as influencers the
players with the highest influence scores. This produced a set
of 100 users, who, as the central users, presented values of the
retention score very close to one (Figure 1). We not
only observed that the group of central players and the group
of influential players were disjoint, but we also found that
influential users had very low scores in all centrality measures.
Thus, although they were in contact with fewer players - low
degree centrality - they were the leading party of their group.
In other terms, popularity (centrality) is not a synonym of
influence. We also found that the average weighted degree
is significantly higher for influential players than for central
players. This can be interpreted as influential players generally
having fewer but stronger relationships - i.e., more matches
with the same players.

VI. DISCUSSION

Influencers are proven key users whose opinions have a
substantial impact on the digital market [1], [2]. Often they
are identified as players strategically located in the network:
central nodes [3], [37]. In social medial, like Twitter, the
contents are items that can be concretely shared, hence propa-
gated physically in the community [39]. Thus, this privileged
position makes those node disseminators [39]. Those highly
visible users, reaching a broader audience, have an important
role also in gamers communities [9]. Previous works on groups
formed around games, through third-party websites, show that
the presence of specific figures (moderators) in the group
correlated to the level of activity of its members [27].

While some studies on online communities built around
games exist (e.g., [9], [27]), the topic of influencers in games
is still underexplored, a notable exception being Canossa’s
et al. work [10]. They analyzed telemetry data to investigate
whether the influence also occurred in the actual gameplay.
Their results showed that central players influenced others’
retention. Players who connected with those individuals were
more likely to stay in the game for longer. However, by



definition, a central node has a favored position, resulting in
an increased possibility to convey information to others [45]
in contrast to someone in the periphery of the network.
We further investigated how retention is encouraged (or hin-
dered) by specific players and how they can be detected. Our
algorithm is grounded in previous works in social network
analysis [4], by adopting the definition of influence as an
increase in similarity over time. We extended Canossa et al.’s
work [10] in two ways. First, we measured the actual influence
exerted, as an increase in similarity on retention. Then, we
allowed influence to be negative. In other words, in measuring
whether a node tends to emulate another player’s behavior, we
include both an increase and a decrease of retention.
Studying players’ interactions in the Crucible matches of
Destiny, similarly to Canossa’s et al. [10] outcomes, we
found that central users indeed affected others’ retention. The
influential users also seemed to have an impact on the retention
of their neighbors. Although one might argue that the custom
metric used (retention transfer) is, to some extent,
related to the definition of influence, comparing the length of
the gameplay between players, this is not the case. While the
retention transfer values consider the permanence of a user in
the game, they ignore the participation features used, which
are more vertical on the game itself.
Moreover, we found a dichotomy between central players
and influential players. Not only we found that the centrality
does not imply influence and vice versa, but we obtained two
insights. First, influential players were involved in strong con-
nections persistent over time, suggesting that strong influence
can be reinforced. Second, we observed that despite central
players not being selected as influential users, they exerted
influence on a portion of their users. Therefore, influence is not
an absolute property, but it also requires the other individual
to be susceptible to be influenced.
In terms of the generalizability of the outcomes, we could
hypothesize that something similar may occur when analyzing
the whole gameplay. While it is true that the Crucible matches
vary from the general Destiny gameplay, cooperation is still an
active component in competitive matches, being a competition
between teams. Thus, the social drivers that push players
to play are similar. Nevertheless, influential players may be
different individuals. The hypothesis is strengthened by the
consistency of the results on how central players affect their
neighbors in an online multiplayer game of a slightly different
genre: TCTD, an RPG shooter [10].
Our findings contribute to the knowledge of influencers in
social communities and games by, first, presenting an algo-
rithm to measure players’ influence over time, and, second,
by assessing whether central players’ do exert influence on
others’ retention in Destiny Crucible matches.

Industry Implications: A better understanding of play-
ers’ interaction in the game is fundamental, especially for
games in which the multiplayer aspect is a core mechanics. Be-
ing aware of the dynamics occurring in the network may also
highlight the company with what the players need and want.
As previously observed by Canossa et al. [10] influencers have

an impact on other players. They suggest exploiting those
users to reach a more substantial part of the network. Thus,
identifying influencers could have repercussions in the design
of matchmaking algorithms. Players could also be matched
depending on the type of influence the company is interested
in. Not only might it help to detect players that have a positive
effect on others, but also players that have a negative influence.
Those players should be kept afar from users susceptible to
influence, and maybe should be connected to strong positive
influential individuals. The optimal use of social networks
leads to higher sales and greater profits [7]. Being aware of
players’ influence, in particular, whether it is positive or neg-
ative, can be used as additional information in matchmaking
algorithms. This would help connecting players to reduce the
possibility of churn by trying to exploit influencers’ effect
on retainment on players’ more likely to mimic them - i.e.,
negative influence scores.

Limitations: Despite the promising results, the study
suffers from an obvious limitation: the specific nature of
the network generated around Crucible matches, i.e. the PvP
aspect of Destiny , which could impact the generalizability
of the findings. Due to the nature of the data, we have no
information on other types of players’ activities in Destiny.
This partial view of the whole gameplay experience con-
strains our findings to the context of inter-teams competition.
This situation however mimicks most team-based competitive
games, for example in esports, and we therefore expect similar
outcomes in games that use analogous interaction mechanics -
i.e., inter-team competition - since the social motivations that
drive players to play are presumably the same. In other words,
we cannot say that influencers foster others’ retention in the
whole game of Destiny, but we can say that influencers impact
others’ retention in competitive matches. In addition, while the
literature suggests that different types of influence exist, in our
work, we studied the influence on players’ retention.

VII. CONCLUSIONS

The importance of influencers derives from the impact that
they have on people: their influence can potentially expand
throughout the network. They can be exploited to attract (and
retain) costumers, which is desirable in the marketing and,
analogously, in the game industry. Nevertheless, few studies
addressed this issue. The majority focused on describing the
gamers community on social media platforms, as Twitter [9]
or formed through third-party websites [27], which might be
different from influencers in the actual gameplay. In a pioneer
work on influencers in games [10], influencers have been
defined as central players - i.e., users strategically positioned
in the players’ network. We investigated whether those central
players were also influential users, defined as players exerting
influence on their neighbors as an increase in similarity to their
retention level in the game. Not only we found that central
players are distinct from central players, but we also deepened
our understanding of their role in the community. We observed
(1) that influence is stronger when reinforced over time, and
(2) that the status of influence is not absolute: players’ can be



influential only for a portion of their neighbors. These findings
deepen our understanding of players involved in MMOFPS
and can be used to inform matchmaking algorithms for games
featuring inter-team competition. In future works, we aim
at researching the generalizability of our findings in other
games, also belonging to different genres, as investigating the
existence of types of influencers.

In summary, in the Destiny Crucible matches, we found
that influencers, defined as central players, influence players
retention in PvP matches to some extent, since some players
are more susceptible than others to be influenced. Moreover,
there are other influencers exerting influence, defined as in
increase of similarity over time, that are involved in few strong
connection, and thus, are not central or popular users.
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