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Abstract—The generative adversarial imitation learning By combining the ideas of IRL and GAN, generative

(GAIL) shows the ability to find reward functions to explain
expert players’ behaviors in some low-dimensional environments
using hand-crafted features as inputs. In this research, we aim
to extend GAIL to complex environments and using raw images
as inputs. We propose to (1) use convolutional neural networks
to deal with image inputs, (2) adopt a structure called global-
local discriminator to GAIL, and (3) represent trajectories as
state-state pairs instead of state-action pairs. Our approach
successfully imitates given players in Super Mario Bros. To our
knowledge, the results are the first to have successful imitations
in complex environments based on image inputs.

Index Terms—Reinforcement Learning, Generative Adversar-
ial Imitation Learning, Super Mario Bros, Global-Local Discrim-
inator

I. INTRODUCTION

In recent years, deep learning (DL) methods have been
proven to be powerful tools in various fields such as natural
language processing, robotics, and pattern recognition [9]. A
branch of machine learning is reinforcement learning (RL),
which aims to find the best policy for the given tasks by
maximizing rewards [12]. By combining with DL, RL reached
superhuman levels in some video games with using only
images as input [10]. RL methods need well-defined reward
functions, which tell the agents how well they are doing.
However, in most real-world situations, the reward functions
are usually hard to define.

To solve this problem, inverse reinforcement learning (IRL)
[2] is introduced to help RL learning experts’ policy and
getting reward functions to explain the experts’ behaviors from
the given experts’ trajectories. For most classical IRL methods,
a large number of expert trajectories should be provided, but
in many cases, the trajectories are not easy to get.

On the other hand, Goodfellow et al. [4] proposed a frame-
work called generative adversarial networks (GAN), which
aims to generate data similar to given ones. Briefly speaking,
GAN consists of two parts, the generator and the discriminator.
Taking image generation as an example, the generator is
usually inputted by noises [4], images [6], or texts [14], and
outputs images. The discriminator is inputted by images and
outputs the probabilities that the images are from the generator.
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adversarial imitation learning (GAIL) [5] is proposed to learn
from a small number of expert trajectories. More specifically,
the goal of GAIL is to train generators, also called actors,
that have similar behaviors to the given experts. Meanwhile,
the discriminators can serve as the reward functions for RL,
which judge whether the behaviors look like the experts.
Currently, most GAIL research and its variants are applied to
some relatively simple environments [3], [5], [13], where fully-
connected neural networks with hand-crafted features already
worked well. Torabi et al. [13] tried to use raw visual data as
inputs, but their method was still hard to reach the levels of
the given experts.

In this research, we target on successfully imitating specific
players (1) in relatively complex games (2) without hand-
crafted features. We employ the famous real-time action game
Super Mario Bros as our environment. The state observation
from the environment is the screen captures (i.e., images) of
the game, and the actions are represented by a one-hot vector
indicating the operations on the controller. Some problems
need to be solved when images are used as input.

In our approach, we combine three existing methods to
solve the problems. First, under GAIL’s mechanism, the big
difference in the dimension between states and actions makes
the neural networks hard to learn. To solve this problem, we
apply state-state pairs [13] instead of the original state-action
pairs. Second, a new structure called global-local discriminator
[7], [8] is adopted. In the original GAN, a single discriminator
is used, which makes the generator not good at fine-tuning
details in the generated images. Global-local discriminator
was proposed to solve this problem in generating images,
and to our knowledge, this is the first time to combine
into GAIL. Third, since the inputs are images, we applied
convolutional neural networks (CNN) [9], which have obtained
impressive results in image processing. In our experiments,
the proposed method successfully imitates given players in
Super Mario Bros. To our knowledge, this paper is the first
to have successful imitations of given players in complex
environments based on image inputs.



II. BACKGROUND
A. Generative Adversarial Networks (GAN)

GAN is a framework proposed by Goodfellow et al. [4]
aiming to generate new data that fit the distribution of a
given dataset. The framework consists of two neural networks,
which are the generator and the discriminator, respectively. In
their work, GAN was applied to generate images from some
famous datasets such as MNIST. The generator took noises
as inputs and output images. The discriminator took images
as inputs and output a probability indicating whether the
image was from the given dataset. The training process can be
imagined as a two-player game between the generator and the
discriminator. The generator tries to generate images similar to
the given dataset to confuse the discriminator, while the goal
of the discriminator is to perfectly distinguish images from the
dataset and the generator. They successfully generated images
that looked like given datasets.

B. Generative Adversarial Imitation Learning (GAIL)

Harnessing the ideas of GAN, Ho and Ermon [5] proposed
GAIL, which aimed to learn the behaviors of given experts
from a small number of trajectories in a given environment.
The structure, as shown in Fig. 1, is similar to GAN in that it
also contains a generator and a discriminator. Datasets in GAN
are analogous to expert trajectories in GAIL. The generator,
also called the actor, took states from the environment as inputs
and output actions to generate trajectories. The discriminator
worked similarly to that in GAN, which took trajectories as
inputs and tired to distinguish between the generator and
the experts. The discriminator can be regarded as a reward
function telling the actors how similar they looked like ex-
perts. In their experiments, GAIL successfully achieved expert
performance in several control tasks.
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Fig. 1. Structure of GAIL.

In most GAIL research, the environments were relatively
simple, where the states were usually described by some
hand-crafted features. The inputs to the discriminators were
trajectories, more specifically, state-action pairs. However,
when more complex state representations such as raw images
are employed, the difference of dimension between states and
actions becomes extremely large, which causes the discrimi-
nators to hardly extracting information about actions. To solve
this problem, Torabi et al. [13] proposed generative adversarial
imitation from observation (GAIfo). In GAlfo, instead of

actions, the next states, i.e., the states after actions, were
inputted along with the states before actions. In other words,
they input state-state pairs instead of state-action pairs. With
image inputs, their generator performed better than several
methods that also learned from expert demonstrations, though
it still did not reach the expert levels.

C. Global-Local Discriminator

Global-local discriminator [7] is a variant of GAN, which
employs multiple discriminators instead of one. The struc-
ture was successfully applied to enhance low-light images,
which means to make low-light images into normal-light ones.
The original GAN could obtain reasonable results in general
looking but failed to fine-tune some details. For example, a
small bright region in an overall dark background should be
enhanced differently from other parts. To solve this problem,
they added another discriminator, called local discriminator,
apart from the original discriminator, called global discrimi-
nator. The inputs for the local discriminator were randomly
cropped patches from both the generated images and those
in the given dataset. With this additional discriminator, the
generator needed to focus on not only the overall looking but
also the fine-tuning of details in the images.

III. APPROACHES

Our goal is to create agents that can successfully imitate
given experts with raw images as inputs. Our approach is based
on GAIL [5] but with three differences. First, to deal with
image inputs, CNNs are employed instead of fully-connected
neural networks. Second, as GAlIfo [13], we provide state-state
pairs for discriminators as inputs instead of state-action pairs.
Third, we introduce the idea of global-local discriminator,
where the structure is shown in Fig. 2.
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Fig. 2. Structure of Proposed System.

The details of combining global-local discriminator into
GAIL are presented as follows. The global discriminator,
D_Imitation, aims to distinguish the behaviors between the
generator and the expert, as the original GAIL. As for the
local discriminator, patches of images [7] do not work in this
case. The reason is that for many environments such as video
games, an action usually does not greatly change the screen.
Random patches are highly likely to fail to locate the critical
parts. Besides, we observed that with D_Imitation only, the
generator focused on imitating the experts and ignored the real
goals behind. For example, in Super Mario Bros, the goals of



the experts are usually to clear the stages while obtaining high
scores. If a less experienced player learns to play the game
only by imitating a limited number of expert demonstrations,
the player cannot learn how to deal with different situations
to clear stages.

To solve the two problems, our local discriminator,
D_Evaluation, aims to figure out whether the generator’s be-
haviors can accomplish the real goal of the given environment,
e.g., clearing stages in Super Mario Bros. Although using
additional evaluations seems to against the goal of GAIL or
IRL, our approach is still general in the sense that we do not
need complex reward functions. For example, in Super Mario
Bros, to evaluate how players play well, usually, indicators
such as defeated enemies, collected coins, and playing time are
considered. Different players may have different playstyles,
where some try to collect as many coins as possible while
some try to clear stages as soon as possible, all for the final
goal to clear stages. We expect general behaviors for clearing
stages to be learned from D_Evaluation and behaviors for
imitating playstyles to be learned from D_Imitation.

IV. EXPERIMENT AND EVALUATION
A. Environment Setting

We chose the world-famous game Super Mario Bros as our
environment. Besides its popularity among human players, it is
also a challenging test-bench for Al research. Our experiments
were based on an open-sourced library called Gym Super
Mario Bros [1]. Our goal was to create agents that behaved
similarly to given experts while also playing the game well.
Each state, or frame, was represented by an 84 x 84 image.
We employed the frameskip technique, which means the agent
took the same actions in continuous n frames. Hence, more
precisely, a state consisted of a current frame and the past
n — 1 frames, which was an 84 * 84 % n matrix.

All agents were tested on the stage of Super Mario Bros
world 4-1. In Gym Super Mario Bros, three action modes are
available, which are “Complex,” “Simple,” and “Right-only.”
The difference between these modes lies in the valid actions,
where “Complex” contains the most combinations and “Right-
only” the least. In the preliminary study, we chose the middle
one “Simple,” where all valid actions are “noop,” “right,”
“right + jump,” “right + dash,” “right + jump + dash,” “jump,”
and “left.”

B. Experiment Setting

For expert agents, we employed proximal policy opti-
mization (PPO) [11], an algorithm succeeded in many RL
problems. We also considered human players, but it was hard
to restrict them from playing in the “Simple” mode. We leave
the application to the “Complex” mode and imitation of human
players as future work.

All PPO agents and the GAIL agents were based on CNNGs.
The network structures are shown in Fig. 3. For PPO agents
and the generators of GAIL, the inputs were 84 % 84 * 4
matrices since we applied the frameskip technique with n = 4.
The outputs represented the probabilities of taking the seven

actions in the “Simple” mode. For discriminators of GAIL,
since state-state pairs were used, the inputs were 84 x 84 x 8
matrices. The outputs for both D_Imitation and D_Evaluation
were probabilities, for behaving like the given experts and
being able to clear stages, respectively. The structure inside the
networks was the same, which consisted of three convolutional
layers followed by a fully-connected layer with 512 nodes and
tanh as the activation function. The convolutional layers, using
ReLU as the activation functions, had kernel sizes of 32*8*8,
64*4*4, and 32*3*3 and stride sizes of 4, 2, and 1.
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Fig. 3. Structure of Neural Network.

During training, both the PPO agents and the generators of
GAIL applied e-greedy to select actions. With a probability
of €, a random action was selected; otherwise, the agents
selected the actions with the highest probabilities. The € in
our experiment was 0.05 for training and testing.

To evaluate the similarity between agents, we used similarity
and cosine similarity. The similarity was the proportion that
two agents performed the same actions in given states, i.e,
how much the two agents act the same. However, even when
two players look similar, not the same actions are taken for all
states. Thus, we employed another evaluation for playstyles.
We collected each agent’s action frequency, which was rep-
resented by a 1 % 7 vector. Each element in the vector stands
for the frequency of each action. We calculated the cosine
similarity between two action frequency vectors A and B
by Y AiBi/\/> i, A2\/>"i_, B2. The higher the cosine
similarity is, the more the playstyles are considered close.

For comparing two agents, our experiments were conducted
in the following manner. We let the two agents play 1000
games, respectively, so that we would collect 2000 games.
Then, we asked the two agents to select actions in the states
of the games played by the other agent. As a result, all states
in the 2000 games were paired by the actions from the two
agents so that we could calculate the similarity and the cosine
similarity accordingly.

For comparison, we trained two independent PPO agents
as the experts, notated by PPO_1 and PPO_2, respectively.



The two agents were trained by the reward functions provided
by Gym Super Mario Bros, which is more complex than
only clear or not. We then trained two GAIL agents to
imitate the two experts from 100 games of demonstrations.
The two imitating agents are notated by GAIL_PPO_1 and
GAIL_PPO_2, respectively.

C. Result and Evaluation

The similarity between each pair of the four agents is
listed in Table. I. From the results, the similarity between
GAIL_PPO_1 and PPO_1 and that between GAIL_PPO_2 and
PPO_2 were apparently higher than other pairs. However, as
mentioned earlier, even for behaviors look similar in general,
the players may not take the same actions given the same
states. Thus, although the similarity values were relatively low,
we still concluded that the GAIL agents learned to imitate the
given experts to some degree.

TABLE I
SIMILARITY BETWEEN AGENTS
Compared agents Similarity
PPO_1 to PPO_2 0.2452
PPO_1 to GAIL_PPO_1 0.3385
PPO_1 to GAIL_PPO_2 0.2194
PPO_2 to GAIL_PPO_1 0.2673
PPO_2 to GAIL_PPO_2 0.3592
GAIL_PPO_1 to GAIL_PPO_2 0.2064

To confirm whether playstyles look similar, we calculated
the cosine similarity of action frequency. The results for each
pair of the four agents are listed in Table. II. The cosine
similarity between PPO_1 and GAIL_PPO_1 and that between
PPO_2 and GAIL_PPO_2 were the highest two. The results
concluded that our GAIL approach successfully learned the
playstyles of the given experts. For example, if a player prefers
to perform the jump action even if not needed, we expect our
approach to learn such a playstyle from few demonstrations.

TABLE I
COSINE SIMILARITIES OF ACTION FREQUENCY

Compared agents Cosine Similarity

PPO_1 to PPO_2 0.4656
PPO_1 to GAIL_PPO_1 0.7236
PPO_1 to GAIL_PPO_2 0.4032
PPO_2 to GAIL_PPO_1 0.5281
PPO_2 to GAIL_PPO_2 0.9427
GAIL_PPO_1 to GAIL_PPO_2 0.6275

V. CONCLUSION AND FUTURE WORK

In this research, we adopt GAIL to a complex environment
Super Mario Bros. We use CNNs to deal with the image inputs.
Also, we present the trajectories as state-state pairs instead
of state-action pairs. Moreover, the global-local discriminator
is first introduced into the GAIL system. Combining these
methods, the similarity between agents from the modified
GAIL and their experts is apparently higher than other un-
related agents. Besides, we analyze the action frequency of

each agent for accessing playstyles. The cosine similarity of
the action frequency between the modified GAIL and their
experts is higher than others. From the results, we conclude
that our modified GAIL successfully imitates given experts in
a complex environment.

There are still some points to improve. First, the trajectory
of the proposed GAIL consists of the current state and the
past one state. We expect longer sequences to have better
performance on imitation since more information is provided.
Second, the proposed GAIL only imitates RL agents. We
will try to imitate human players under the action mode of
“Complex” instead of “Simple.” Third, although we adopt the
global-local discriminator, only two discriminators work in the
system. It is interesting to include more discriminators. Finally,
except for Super Mario Bros, we will try to apply our approach
to imitate agents or human players in other games.
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