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Abstract—This paper presents JUSTIN standing for Japanese
Ukiyo-e Streaming That Improves Narrative, a game system that
is designed for collecting descriptive data for artwork images
(Japanese ukiyo-e in this study). The proposed game is the first
“Audience Participation Game With a Purpose (APGWAP),”
which combines two existing concepts: Audience Participation
Game and Game With A Purpose. The APGWAP concept is
aimed at addressing problems that computers can hardly solve by
utilizing human participation on a live streaming platform. The
descriptive data of ukiyo-e images can be beneficial in humanity
research and in promoting cultural heritage. However, such data
are currently insufficient, sparse or poor in quality. JUSTIN
proves to be a powerful tool in exploiting crowd-sourcing for
addressing such problems through solid evidence provided from
the results of conducted experiments in this work in terms of the
quality of collected descriptions as well as player experience.

Index Terms—GWAP, APG, Ukiyo-e, Crowd-sourcing, Game
Live Streaming, Game and Interactive Media

I. INTRODUCTION

Image information, such as keywords, titles, and descrip-
tions, has proven to be useful in improving the performance of
machine learning systems [1] and the accessibility of visually
impaired people [2]. For the former, the text-based metadata
information of images can be used to augment training data,
while for the latter, such information allows visually impaired
people to grasp the content of an image through its description
and text-to-speech technologies. However, acquisition of de-
scriptive data for artwork images, which we target in this work,
by human experts is time-consuming and costly. As a result,
there exist only a few small-scale data sets [3], [4]. Methods
in existing studies on caption generation for arbitrary images
[5] [6] [7] do not perform well for artwork images unless they

are enhanced using a sufficient number of targeted image data
and their descriptive data, which are however not available yet.

A concept that can be applied to collect descriptions for
artwork images is Game With a Purpose (GWAP), which uses
games for humans to address problems that computers cannot
solve. GWAPs have been successful in many different domains
varying from computer vision, natural language processing to
web accessibility. In this work, this concept is implemented
on a live streaming platform to

• exploit the chat function of the platform for social col-
laboration of audience participants (players),

• focus more on developing the game mechanisms instead
of building our own multi client server application, which
is costly in terms of resources and time, and

• approach a huge group of active audiences on the plat-
form (Twitch in this study).

With the rise of live streaming platforms such as Twitch and
YouTube, Audience Participation Games (APGs) have grown
in popularity. An APG is a game live streaming that allows
audiences to not only watch but also participate in gameplay in
part. Although the potential of both APG and GWAP concepts
for descriptive data collection of artwork images (ukiyo-e in
our study) was recently described in two short papers [8] [9],
by the authors, the main contributions of this current work are
as follows:

• A new concept called Audience Participation Game With
a Purpose (APGWAP),

• A complete design of our APGWAP for collection of
ukiyo-e descriptions, which can also be of use as a
reference for other purposes, and

• Results as well as discussions on description quality and
player experience from conducted experiments about the

978-1-7281-4533-4/20/$31.00 ©2020 IEEE



proposed APGWAP.

II. RELATED WORK

A. Games With A Purpose

GWAPs, the first one being proposed by von Ahn et al. [10],
have been successfully used in several applications such as
data annotation in natural language processing (NLP) [11] [12]
and image labeling in computer vision and web accessibility.
The first implementation of GWAPs was the ESP game [13],
with the purpose of collecting proper labels for images on the
Web, and the game was shown to be successful in terms of
player enjoyment and the number of valuable labels obtained,
two main goals of any GWAP. However, resulting labels from
the ESP are generic and not specific enough to differentiate
similar images, as was pointed out by Steinmayr et al. [14]. As
a solution, they proposed Karido to collect more specific labels
for artwork images. Besides these keyword-collection games,
the Phetch game [15] aimed to collect descriptions for arbitrary
images for coping with the need to attach descriptive sentences
to images on the web, which is beneficial for web accessibility.
In all of these GWAPs, however, social interactions among
players such as chatting can not be done in the games.

B. Audience Participation Games

APGs are games that empower audiences on live streaming
platforms by allowing them to control gameplay indirectly
or directly through their messages sent in the chat room
area [16]. The most well-known example of APGs is Twitch
Plays Pokmon [17], which allows players to directly control
gameplay. Another example of APGs is Choice Chamber,
a real-time, procedurally generated game where participant
audiences constantly send commands to evolve the game in
real time, e.g. choosing enemies, changing the game rules,
while the streamer or player controls the main character in
the game. From these examples, it can be clearly seen that
APGs have blurred the line between audiences and players
[16]. However, as pointed out by our survey work [9], the
purpose of existing APGs was just for fun or to promote
social interactions between audiences and streamers or among
audiences themselves, not for obtaining valuable data as a side
effect through audience participation in gameplay.

III. PROPOSED CONCEPT AND GAME

A. Audience Participation Game With a Purpose

Combining both APG and GWAP concepts as APGWAP
can not only enhance social interactions in GWAPs but also
conduct valuable tasks through playing APGs. The APGWAP
concept is straight forward. Namely, an APGWAP is a GWAP
on a live-streaming platform where players take part directly
or indirectly in gameplay. Participation in such gameplay can
be done in many ways, depending on platforms, but in the
proposed APGWAP, described in the following subsection, this
is done via chat messages. Since chat messages, in general,
can be seen by other audiences on a live streaming platform,
unlike traditional GWAPS where a player of interest cannot
see other players’ inputs while making his/her input decision,

care must be taken in the design of an APGWAP to ensure
the quality of task results.

B. Japanese Ukiyo-e Streaming That Improves Narrative

Based on the APGWAP concept, we propose a novel game
named JUSTIN which stands for Japanese Ukiyo-e Streaming
That Improves Narrative. The targeted live-streaming platform
is Twitch.tv. The game is designed for collecting good quality
descriptions for ukiyo-e artwork images by executing chat
commands sent by audiences through the chat room on a
specific channel in Twitch.tv.

In JUSTIN, players directly control the game by sending
messages in predefined formats. The predefined formats are
introduced to distinguish with other audiences typical chat
messages. A set of a certain number of ukiyo-e images
are randomly displayed in each round consisting of three
consecutive sessions: describing, voting and result. Each
image is given an image id, imageID. There are two roles in
each round that an audience who wants to join the game, or to
become a player, can choose: describer and voter. Describers
and voters play the game during the describing session and
the voting session, respectively.

Ideally, there should be at least one player and four players
in the describing and voting sessions, respectively. When
necessary, two descriptions will be automatically generated
for each image by Pythia [6] [7]; more details on this are
given in III-B-2. At least four votes are required to activate a
proposed penalty mechanism described in III-B-3. Note that a
player cannot take both roles in a given round. The describing
session, which is for collecting descriptions for images, and
the voting session, which is for contributing in assuring the
descriptions quality, are the most important parts of the game.
To prevent user distraction, both of these sessions as well as
the result session are conducted during live streaming on the
same platform.

Each of the three sessions in a round is described as follows:
• In the describing session, a group of describers can

describe each of the displayed images by typing a mes-
sage in a predefined format, “imageID:description.” A
describer can only send one description per image, and
only a certain number of descriptions from describers
for each image are accepted on the first-come-first-serve
basis. After this session ends, the game turns to the
voting session, and audiences who are not the describers
in the describing session can vote for the best description
as voters.

• In the voting session, the system displays each image’s
list of descriptions, each associated with an id (“de-
scriptionID”), under the image. Voters must vote for
the best description they subjectively consider suitable
for the corresponding image in a predefined format,
“#descriptionID,” in a certain period of time. Each voter
can only vote for at most one description in a round.

• In the result session, which is the last one in a given
round, the game shows the results of the current round
that consist of the wining description for each image,



Fig. 1. JUSTIN on Twitch

rewarded players (those obtaining a plus score), and
penalized players (those obtaining a minus score). Note
that the winning description of an image is the one that
receives the highest number of votes among the image’s
descriptions in the current round.

Since describers can describe all the images while voters can
only vote for at most one image, describers have a higher
chance to be rewarded more points than voters based on the
reward mechanism in III-B-3. Due to this setting, it is expected
that creative players would take the describing role. However,
this role, of describing images, takes more time and efforts
than the voting one. Due to this balance, there should be
enough number of players for both roles in each round.

The information is given later on the number of displayed
images (III-B-1), the number of accepted descriptions from
describers for each image (III-B-1), and the length of each
session in a round (III-B-4).

1) GUI Design: Our GUI design consists of three main
parts. The first part is the video game screen that shows:

• the session name,
• three ukiyo-e images with temporary ids A, B and C,
• notifications for prompting audiences to describe or vote,
• three lists of up to six descriptions each, one list per

image, in the voting session and the results in the result
session, and

• the ranking scores of the top four players,
where space availability was considered in the determination
of the number of displayed images, the number of descriptions
per image, and the number of players whose ranking scores
are displayed. The second part is the chat area for showing
chat messages, general ones or commands, from audiences
who can type and send them at the chat input box in the
bottom. The third part is the panel showing game instructions,
the links to a demo video clip, a survey page, and a ranking

page that shows all the players who have played the game
until the current round and their accumulated scores sorted in
decreasing order. The layout of each part is shown in Fig. 1.

2) Implementation: The game was implemented in Python
and is currently live streaming on Twitch’s ch932 channel1

using StreamLabs OBS [18]. For promoting interactions with
audiences, we created a chatbot for this channel with Twitch
API. It chats information messages, such as “You cannot vote
because you already described.”, and moderator messages,
such as “You can see the ranking at (url address).”

In the voting session, due to the limit in available space on
the game screen, up to six descriptions that are shown in the
list for each image consist of:

• two descriptions automatically generated by Pythia [6]
[7] when an image of interest is displayed for the first
time or when it is repeated but there is still no previous
winning description for it,

• all of its previous winning descriptions that meet a certain
condition, and

• if there are places left, the earliest descriptions sent by
describers in the current round.

Note that automatically generated descriptions are for provid-
ing more choices to voters. In addition, the aforementioned
condition considers descriptions’ score, determined according
to reward/penalty mechanisms in III-B-3, and is described in
III-B-4.

3) Reward and Penalty Mechanisms: The system uses the
reward/penalty mechanisms for giving plus/minus scores to
players and descriptions. The reward mechanism is introduced
to encourage players to play well, and the penalty mechanism
is introduced to ensure the quality of winning descriptions.
An image and its winning descriptions are shown in several
rounds, during which winning descriptions are accumulated,
for collecting good quality descriptions. In each round, the
reward mechanism is applied to the round’s winning players
and winning descriptions, but the penalty mechanism is only
applied to the previous winning descriptions of a repeated
image that lose in the current round and to their respective
describers and previous voters. The details of both mechanisms
are given in the following.

In the reward mechanism, player pi who is the describer
or each voter for winning description dij of image j will
accumulate positive points as follows:

Score(pi) +=
1

M

M∑
j=1

vij
vj

, (1)

where M is the number of images shown in the current
round (three in this study), vij is the number of votes on
dij in the current round, vj is the number of votes on all
the descriptions of image j in the current round. In addition,
winning description dij is rewarded as follows:

Score(dij) +=
vij
vj

. (2)

1https://www.twitch.tv/ch932
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Fig. 2. JUSTIN gameplay example

Note that both Score(pi) and Score(dij) have an initial value
of 0, and image j can be either an image displayed in the
current round for the first time or a repeated one. For a
repeated image, one of its previous winning descriptions will
also be rewarded according to Eqn. (2) if it wins again in the
current round.

The penalty mechanism will be applied in a round where
there are more than M votes, based on our rule of thumb
to ensure the reliability of the mechanism. Let d∗kj denote a
previous winning description of image j which was described
or voted for by players pk, representing not only the describer
but all of the previous voters of the description. In a round of
more than M votes where the image of d∗kj is repeated, if d∗kj
loses, the system will go through the following two steps.

1) If there is a player among pk who creates an another
description for image j and the new description wins
in this round, a penalty will not be applied to the
player, who will instead be rewarded by the reward
mechanism for his/her new winning description. This is
to encourage players to continue improving the quality
of descriptions.

2) The score of description d∗kj and all of its pk, except for
the player in Step 1, will be decreased as follows:

Score(d∗kj) −= uj(1−
vkj
vij

) with i 6= k (3)

Score(pk) −= uj(1−
vkj
vij

) with i 6= k (4)

Here, uj =
vj
v represents how popular or preferable

image j is among voters (compared to the other images
in the current round), vj is the number of votes on all
the descriptions of image j in the current round, v is
the number of voters in the current round, vkj is the
number of votes on d∗kj in the current round, and vij
is the number of votes on the winning description of
image j (dij) in the current round. Although not shown
in Eqn. (4), the score of a player is lower bounded by
zero.

Figure 2 shows an illustrative example of JUSTIN’s game-
play and its reward and penalty mechanisms.

4) Description Quality Assurance: The penalty on players,
described above, is aimed at preventing describers and vot-
ers from creating poor-quality descriptions and not seriously
making votes, respectively. In addition, to ensure the quality of
collected descriptions, we introduce a lower-bound threshold,
L, and an upper-bound threshold, U . All the previous winning
descriptions of an image with the score less than L will be
removed from the game and thereby not shown in the image’s
list of descriptions during the voting session. This is aimed
at removing poor-quality descriptions that somehow won in
previous rounds. On the contrary, each previous winning
description with the score of U or above will be selected as an
official description for its image, and once this is done, their
images will no longer be shown in the game. In this study, we
empirically set L = 0.3 and U = 2.0.

The length of the describing, voting, and result sessions
is set, based on feedback from our pilot studies, to 80 s, 30
s, and 10 s, respectively. The length of the describing and
result sessions must give enough room for audiences to come
up with good descriptions and to grasp the results in a round,
respectively. For the voting session, if its length is too long,
audiences can see trends in voting and might just follow earlier
voters, so the voting session’s length must be carefully set.
Note that due to network lag in streaming, each audience might
experience slightly different session lengths, but solving this
issue is beyond the scope of this work.

IV. EXPERIMENTS AND RESULTS

Two types of experiments were conducted: the first one
is to evaluate the quality of collected descriptions and the
second one is to evaluate the experience of players. All
the ukiyo-e images in use are from an online collection
of the British Museum2, which has 1748 images annotated
with both descriptions and keywords. In the following, such
descriptions and keywords are called expert descriptions and
expert keywords, and descriptions collected from audiences
through JUSTIN are called non-expert descriptions.

A. Description Quality Evaluation

Here, our objective is to compare non-expert descriptions
and expert descriptions as well as expert keywords for 20
images randomly selected from the aforementioned British
Museum images. The experiment was divided into three
stages: describing, voting and evaluation; the first two stages
simulate the describing session and the voting session of
JUSTIN. Each stage is described in the following.

In the describing stage, there were 24 participants, all being
graduate students in computer science. They were divided into
four equal groups, and each group was randomly assigned
five images from the selected 20 images. Each participant was
asked to describe each of the five images assigned to their
group.

In the voting stage, 19 participants, undergraduate students
and graduate students in computer science, participated. All

2https://research.britishmuseum.org/research/collection online/search.aspx?
searchText=ukiyo-e

https://research.britishmuseum.org/research/collection_online/search.aspx?searchText=ukiyo-e
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Fig. 3. Examples of ukiyo-e images and their expert keywords, expert
description, and non-expert description

of them did not participate in the describing stage and were
individually asked to select the best description for each
image’s six descriptions obtained in the describing stage. In
particular, each participant was asked to select the description
they considered most fit for a given image. For each image,
the description that has the highest number of votes was used
as the non-expert description of the image in the evaluation
stage.

In the evaluation stage, there were 24 participants; most of
them were participants in the describing stage plus some new
graduate students. They were divided into two equal groups,
each group being assigned 10 images that its participants
had not previously seen. The participants in each group were
individually asked to answer ten questions per condition for
three conditions: keywords, non-expert, and expert. For each
image in either group, a set of five images were formed
consisting of the image itself and four other images, from the
set of 1748 images, that were the top four images most similar
to it, with respect to expert descriptions where doc2vec [19]
was used to calculate image similarity. Each question targeting
an image of interest asks a participant to select the image
among the respective set of five images that they consider most
representative by its keywords (keywords condition), non-
expert description (non-expert condition), or expert description
(expert condition).

For the non-expert condition, the participants were able
to select the correct image, or the targeted image in each
question, 92.9% of the time. This is much higher than the
expert condition, 75%, and the keywords condition, 50.7%.
This indicates that descriptions created by non-expert players,
in our study graduate students in computer science, best
represent their images to non-expert population, compared to
not only expert keywords, whose information is limited, but
also expert descriptions, albeit sometimes containing specific
information of academic value such as location names. As a
result, they can be used for conveying information in images
to general people or being used as augmented data in training
computer vision tasks. Figure 3 shows two images used in this
experiment and their expert keywords, expert descriptions, and
non-expert descriptions.

B. Player Experience Evaluation

To evaluate the experience of players playing JUSTIN, we
conducted two experiments at two different locations. The first
experiment was conducted using 25 students (3 undergraduate
students and 22 master’s students, out of which 5 females)
in Ritsumeikan University, Japan; and the second one, with
an improved version of JUSTIN based on feedback from
the first experiment, used 26 1st-year undergraduate students
in Bangkok University, Thailand. In both experiments, after
going through a demo session about how to play the game,
participants played JUSTIN on Twitch.tv for approximately
20 minutes. A new set of 12 ukiyo-e images from the British
Museum collection was used for the first experiment to ensure
that most of the images will be randomly displayed at least
three times during the experiment, so we can evaluate the
reward and penalty mechanisms as well as the improvement
of descriptions’ quality over time, while the whole set of 1748
images was used in the second one.

TABLE I
FEEDBACK AND IMPROVEMENT FOR EACH GUESS FACTOR

Factor Feedback Improvement

1 The rules are difficult to
understand.

Make a demo video with subti-
tles.

3 None None

4 It’s boring for playing
long time without music. Add background music.

5 More images more inter-
esting. Add more images to the game.

7
I don’t have enough time
to read all the descrip-
tions.

Increase the voting time from
15s to 30s.

8 None None

9 More readable graphic in-
terface.

Increase the font size of de-
scriptions in the voting session.

Factors: (1) Usability/Playability, (3) Play Engrossment, (4) Enjoyment, (5)
Creative Freedom, (7) Personal Gratification, (8) Social Connectivity, and

(9) Visual Aesthetics

After the playing session, a questionnaire on player ex-
perience was conducted using an online survey site. The
questionnaire is based on the GUESS questionnaire [20].
Because our game had no narrative and sound/music at the

Fig. 4. Result of each satisfaction factor on JUSTIN game in the first and
second control experiment with t-test



time of the first experiment, GUESS’ factor 2 (Narratives) and
6 (Audio Aesthetic) were excluded. The remaining seven fac-
tors are Usability/Playability, Play Engrossment, Enjoyment,
Creative Freedom, Personal Gratification, Social Connectivity,
and Visual Aesthetics. For each of them, the two top GUESS
questions were used in a 5 point Likert scale from 1 (Strongly
disagreed) to 5 (Strongly agreed) and displayed to participants
in random order.

The results from the first experiment and the second one are
shown in the left (blue) bar and the right (red) bar, respectively,
for each pair of bar charts in Fig. 4. Main feedback from
participants in the first experiment and our improvements
of JUSTIN for the second experiment are summarized in
Table I. An unpaired t-test was conducted for each of the
GUESS factors in use, and the tests reveal that Usability,
Creative Freedom, and Social Connectivity factors increase
with a statistical significance. It is interesting to see this
trend for Social Connectivity since no direct improvement was
conducted for it; We conjecture that its increase is due to the
effects from improvements of other factors. However, there
is room for further improving Play Engrossment and Visual
Aesthetics.

Next, we discuss the reward/penalty mechanisms and devel-
opment of winning descriptions through game rounds. Figure
5 shows the development of winning descriptions and their
scores for two images from the first experiment. For the
image on the left, the “man and woman in European clothes”
description won in two rounds and gained a score of 1.0
in each of the winning rounds. This description became the
official description for the left image because of its score
reaching U = 2.0. Hence, as mentioned earlier, after this point,
the image would not be displayed again by the game system.
It can be seen that this official description has a better quality
than the other previous winning description, “a man and a
woman,” that has a final score of 0.66.

For the right image in Fig. 5, this example shows that
the proposed reward/penalty mechanisms work as designed in
helping improve the quality of descriptions by increasing the
score of high-quality descriptions and decreasing the score of
low-quality descriptions for an image every time it is shown.
In this example, the image was displayed five times. The
“A woman riding a goose” description won in the first two
rounds, but then another description, “A woman wearing a
kimono flying on a goose,” kept winning in the next two
rounds and obtained a total score of 1.0. In the last round,
a new description, “Flying duck again1” somehow won but
with a low score 0.4. If the game continued to be played, it is
highly possible that this new description would not win again
as it was not as good as “A woman wearing a kimono flying
on a goose.” For the other previous winning description, “A
woman riding on goose,” it kept losing and being penalized
and finally had a score of 0.3. As a result, one can see that
if the game is being played for a sufficient period of time,
a good quality description can be collected for each targeted
image.

Fig. 5. Development of winning descriptions of an image through game
rounds

V. CONCLUSIONS AND FUTURE WORK

We presented a novel live-streaming game named JUSTIN
that implements a proposed game design concept called Au-
dience Participation Games With a Purpose (APGWAP), for
collecting descriptive sentences for ukiyo-e images through
chatting on a game live streaming platform. Descriptions of
ukiyo-e images collected from JUSTIN can be directly used in
other applications, such as those for improving accessibility for
visually impaired people to artwork images. Our experiments
offer evidence that APGWAPs can be effectively exploited for
data collection in humanities research, with JUSTIN as the
first successful example. Our future work includes supporting
more languages, such as Japanese, Thai, Vietnamese so that
non-English speaking players can play JUSTIN as well, adding
functions to the chat bot to make it more interactive, such as
cheering after players win to encourage them, and improving
graphics.
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